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1. INTRODUCTION:  

Nowadays, a huge amount of data is captured rapidly from organizations and repositories are increasing 

continuously in size. Analysis of such huge data is computationally inefficient. Data mining allows discovering the 
knowledge from this data which is useful, to utilize it for future computations. Classification[1] is a supervised machine 

learning task which contains previously categorized training dataset. Whereas clustering is unsupervised data analysis 

where there is no training set and characteristics of similarity of data are not known. In clustering, the extraction of 

hidden patterns in the data set with no labelled response is achieved. It is widely used in various applications such as 
market segmentation, bioinformatics, voice mining, image segmentation, spatial data analysis, patterns recognition, text 

mining etc. In cluster analysis[2], smaller the inter-cluster distance and larger the intra-cluster distance forms more 

distinct clusters. In a cluster, the data points have more similarity between each other than the points of different clusters. 
Clustering is important in various ways as clusters show the internal structure of the data. It is an important part of the 

KDD process. It is useful when partitioning of the data is the goal. Clustering prepares the data for other Artificial 

Intelligence techniques and can be used alone over dataset to understand the distribution, to observe each cluster's 
features, and after which focuses on the analysis of the clusters. Also, it is used for various data mining techniques like 

classification and features algorithm as a pre-processing step, and it can be used for further correlation analysis. The 

traditional clustering algorithms have the drawback of not performing appropriately in datasets having non-spherical 

clusters, varying densities and in handling outliers as they use either centroid based or all point based approach. 
Centroid[3] represents the centre of the cluster. Centroid are used to decide the similarity between two clusters. But for 

a non-spherical dataset, centroids can't identify the clusters appropriately. Instead of a single centroid, in all-point based 

clustering multiple scattered points are used to represent the clusters. In all-point based clustering, to represent the cluster, 

multiple scattered points are used. It enables it to identify the clusters of arbitrary shaped and any size but much sensitive to noise 

and outliers and smaller variation in the position of data points. To overcome these drawbacks, instead of centroid based or all point 

based, Cure uses a compromise scheme between these two methods for clustering.  

 

2. CURE ALGORITHM:  

CURE (Clustering using REpresentatives) introduced by Guha S.[4], identifies complex-shaped clusters. It is 

robust to outliers than other algorithms. Cure follows neither centroid based approach nor an all-point based approach. 

It uses representative points. The representative points shrunk towards the centroid, which dampens the adverse effect 
of outliers. Fig.1 shows the flow of the Cure algorithm. 

Figure 1. Flow diagram of Cure Clustering Algorithm 

Abstract: Clustering is an unsupervised learning task of data mining which allows forming clusters of the points which have 

similarity among them more than the points of other clusters. The traditional algorithms favour the clusters of spherical 

shapes. Also, they are very sensitive to outliers. Unlike them, the Cure clustering algorithm identifies the clusters of non-

spherical shapes and wide variance and can cluster very large size of the dataset. The algorithm selects well-scattered points 

from the dataset as representative points and shrunk them towards the centre of the cluster to find the clusters. Using multiple 

points instead of one centroid, it can identify the non-spherical shape clusters and the shrinking of points towards the centre 

allows it to reduce the impact of outliers. Due to these capabilities, it overcomes the drawbacks of traditional algorithms. In 

this paper, we are discussing the various implementations of cure clustering algorithms in various domains including outlier 

detection, non-spherical shaped dataset clustering and to speed up the execution of algorithm and presenting their 

appropriateness for applications. 
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2.1. THE PROCEDURE OF CURE ALGORITHM: 

Various stages of the Cure algorithm are described as follows: 
 Draw a random sample s: to handle large dataset, random sampling is done. It reduces the execution time and 

resolves the problem of short main memory. This filters the outliers which improve the quality of the cluster. 

 Partition the sample into p partitions: the size of each partition is s/p. 

 For each partition, partially clustering is done until the clusters in each partition are equal to s/pq. 
 Eliminate the outliers: The outliers form very small clusters, so they are easy to observe. So it is easy to identify 

and eliminate those clusters. 

 Cluster the partial clusters to form the required number of clusters. 
 Label data on disk: The remaining data points which were excluded from the random sample are assigned to the 

clusters having representative point closest to them. 

For handling the dataset of large size, Cure uses two techniques: sampling and partition. A random sampling of 

size s is used to overcome the problem of shortage of main memory. Instead of the whole dataset, a sample of the dataset 
of size n which can get fit into the memory is selected for partial clustering. Partition of the data sample is done for 

faster execution of the algorithm, where the sample space is partitioned into p partitions, where the size of each partition 

is s/p. The algorithm uses two data structure: k-d tree and heap. The representative points are stored in the k-d tree. The 
heap stores the data points, one from each cluster. 

 

3. RELATED WORK: 

3.1 WORK RELATED TO A GOOD SET OF REPRESENTATIVE POINTS TO FIND GOOD CLUSTERS: 
In[5], Y. Qian, Q. Shi and Q Wang proposed a new shrinking scheme for the representative points. In their 

work, instead of shrinking towards the centroid,  the direction and distance of shrinking are determined by the density 

value of representative points. The new shrinking scheme allows to find out appropriate representative points from the 
random chosen scattered points. For each scattered point, the density value is calculated. The scattered point with 

maximum density value set as a representative point. This works the same as CURE algorithm but it uses the density 

value of the scattered points for clustering. T.Aslanidis and D.Souliou[6] uses a new technique to calculate the 
representative points. This allows overcoming the problem of identifying non-convex shape clusters. They start with 

each point as a single cluster and merge the two clusters which are closest to each other than others. As two clusters are 

merged, the points in the new cluster increases. On exceeding the number of points in the cluster, the reduce procedure 
divides the cluster into zones and selects the point with minimum and maximum value for each zone. It reduces the 

number of points to the number of representatives in the new merged cluster. To find the two closet clusters, the average 

value of the closest ndp is used instead of the distance between two closest points. 

            Zhao Yan[7], proposed an improved algorithm for dynamic analysis of information to identify business 
competitors. In this work, instead of representative points, they use the identifying element for clustering. The 

identifying elements are obtained from the features of page content. The weight is the value of identifying element. 

Various attributes of an object are assigned a weight according to their importance to obtain the major and minor 
elements. The dynamic adjustment of weight value helps to increase the flexibility of the clustering. They evaluate the 

identifying element of each competitor to identify weather the competitor is weak or mighty. For clustering, the major 

element value of competitors is compared to the centre point of the class. If the ratio between them is larger than the 

threshold, they belong to the same class. After clustering, the merging of small clusters is done by calculating the degree 
of correlation between the two classes to acquire the required number of clusters. 

 

3.2 WORK RELATED TO SPEED UP THE EXECUTION FOR BIG DATA: 
P. Lathiya and R Rani[8] proposed Cure using Apache Hadoop to reduce the execution time by executing it in 

parallel systems over a distributed environment. The dataset is stored in the HDFS. The input dataset is given in the 

form of (key, value) pair to multiple Mapper. These pairs are then processed in parallel for the generation of the 
intermediate result sets which are shuffled and feed to Reducer. The reducer performs the Cure clustering to generate 

sub-cluster. This sub-clusters are combined until it reduces to the specific number of clusters. 

In[9], S.Xiufeng and C.Wei proposed large scale text information clustering using improved Cure. The 

characteristics of face specified disposal object in text and data of huge size. Cure allows the effective partitioning of 
the text data for clustering. To overcome the problem of space shortage of main memory by using the traditional 

algorithm, Cure is used for partitioning the dataset. It allows the huge network to be partitioned according to the 

resources. To avoid big data problem, for each document, it distils the characters in big document combination. The 
documents are clustered by calculating the similarity between the document. Cure improves the text clustering by 

enhancing the precision value. 
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3.3 WORK FOCUSED ON DETECTION OF OUTLIERS FOR GOOD CLUSTERS: 

To detect the network traffic anomaly(DDoS), M Laksono, Y Purwanto and A Novianty[10] propose a new 
outlier removal clustering(ORC) which uses the Cure clustering algorithm to determine the outlier. The threshold value 

is used to determine the number of outliers from the dataset. Distortion, which is the ratio of points at a minimum 

distance and maximum distance respectively from a representative point, is used to identify the outliers. Saravanan[11] 

uses Cure clustering for video data retrieval. After performing the initial method of data retrieval of video segmentation, 
image feature extraction and duplicate frame extraction, clustering is done over the image feature value to extract the 

multimedia data. Random grouping of data points is done after which it generates desired clusters based on the quality 

of the image. The algorithm scans the image first and identifies the data points in the image. The healthy spotted pixels 
from the data points are reduced towards the midpoints. This works well for all type of image and video files. The outlier 

detection quality of cure eliminates outliers to form a good image cluster. The table I depicts a brief comparative study 

of various implementations of cure algorithm in which a study based on different parameters like used approach, 

advantages and limitations of particular work has been discussed. 

Table: 1 A comparison table for various implementations of Cure Algorithms 

S. 

no 
References Approach Description Parameters Advantages Limitations 

1 CURE 

algorithm, 

1998[4] 

Instead of the whole 

dataset, uses some 

representative points 

for clustering non-

spherical shaped 
data which is not 

centroid based. 

Representative 

points are chosen 

randomly which 

shrunk towards 

their nearest point 
to form clusters. 

Shrinking 

factor, 

Threshold 

Better 

efficiency than 

traditional 

algorithms. 

No impact of 
outliers 

Identify non-

spherical shapes 

clusters. 

Representative points 

shrunk towards the 

centroid, hidden 

assumption of the dataset 

to be spherical. 

Sampling does not 

consider entire dataset, 

there for the input may not 

have information about 

certain clusters. 

2 Improved 

CURE 

Algorithm 

for Large-

scale 

Data,2011[

9] 

Effective data 

partitioning and hot 

point finding enable 

the text clustering 

efficient. 

The web data is 

partitioned and then 

each document is a 

class. The 

similarity between 

the two classes is 

computed to merge 

the class. 

Cosine 

Distance, 

TFIDF 

Enhances the 

precision of 

typical text 

clustering 

algorithms. 

No threshold for similarity 

measure. 

All outlier classes(less 

than three documents) are 

stored for the future, but 

no procedure to handle it. 

3 Improved 
CURE 

using 

Hadoop 

and 

MapReduc

e, 2016[8] 

To reduce the 
execution time, the 

clustering is done in 

parallel 

Data is feed into 
Mapper using map 

function in (key, 

value) form to 

generate partial 

clusters. 

All partial clusters 

combined in 

reducer to form 

final clusters 

Euclidean 
distance, 

Shrinking 

factor, 

Reducing 

factor 

Consumes less 
time and space 

Higher 

efficiency 

The dataset must be 
converted into (key, value) 

form and stored into 

HDFS. 

Focuses on time efficiency 

only, storage is not 

considered. 

4 CURE-NS 

2002[5] 

New shrinking 

scheme to find out a 

good set of 
representative points 

for clustering the 

dataset. 

For all well-

scattered points, the 

points with low 
density value are 

shrunk towards the 

point of having 

high density value. 

The points with 

high density value 

are stored in the 

reference set as 

representative 

points for 

clustering. 

Density 

distribution, 

Shrinking 
factor 

Insensitive to 

noise and outlier 

Lower 
computational 

time 

Adaptive to 

different shapes 

If outliers are chosen as 

the scattered point initially 

it will be a representative 
point in the reference set. 

Assumption that outlier 

has low density but no 

threshold for density 

value, it could not work 

for clusters with sparse 

density. 
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5 DDoS 

Detection 

with 

Outlier 

Removal 

Clustering, 

2015[10] 

Due to efficient 

outlier detection, 

Cure is used to 

performing DDoS 

detection 

mechanism. 

The threshold is 

used to determine 

the count of outliers 

to be eliminated. 

Distortion is used to 

find out the outlier 

point which causes 

distortion less than 
the threshold. 

Distortion 

Threshold 

Detection 

rate 

False 

Positive 

Rate 

Detects outliers 

without 

affecting the 

detection 

system 

capabilities 

No specific method to 

determine the threshold 

values. 

The point at maximum 

distance from a 

representative point is 

considered as an outlier, 

which is not applicable for 
the non-spherical shaped 

cluster. 

6 CUZ, 

2008[6] 

Divides the dataset 

into zones to 

compute 

representative points 

in each zone. 

Merge procedure is 

used to merge the 

two closest clusters. 

The reduce 

function reduces 

the number of 

points in a merged 

cluster to the 

required number of 

representative 
points. 

Euclidean 

distance, 

ndp(no of 

distance 

point) 

Identify the 

clusters of non-

convex shapes, 

Easily adapted 

for 

multidimension

al space 

Distance calculation after 

each merge operation. 

The number of 

representative points in a 

zone is restricted to two 

which could be sometimes 

misleading. 

 

4. RESULT AND DISCUSSION 

In this paper, we provide a brief survey of the various implementations of the Cure clustering algorithm. The 
Cure has various ability over traditional algorithms because of which it is more efficient. The outlier elimination of Cure 

allows it to detect outliers to form the good quality of clusters. It can identify non-spherical shaped clusters and can 

handle large-size datasets. We also review the comparative study of these algorithms which allows us to see various 
applications of cure. This paper provides a snapshot of various implementations of Cure which is very useful to get 

better performance and better efficiency. 
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