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1. INTRODUCTION: 

The World Wide Web is regarded as the largest global image repository. An extremely large number of image 

data such as satellite images, medical images, and digital photographs are generated every day. These images, if 

analyzed, can reveal useful information to the human users. Unfortunately, there is a lack of effective tools for searching 

and finding useful patterns from these images. Image mining systems that can automatically extract semantically 

meaningful information (knowledge) from image data are increasingly in demand.  

The fundamental challenge in image mining is to determine how low-level, pixel representation contained in a 

raw image or image sequence can be efficiently and effectively processed to identify high level spatial objects and 

relationships. The popular amongst them are Features based on color, Features based on texture and Features based on 

shape. Content-based means that the search analyzes the actual contents of the image. The term content in this context 

might refer to colors, shapes, textures, or any other information that can be derived from the image itself.  
 

1.1 PREPROCESSING 

Image pre-processing is the name for an operation on images at the lowest level of abstraction whose aim is an 

improvement of the image data that suppress undesired distortions or enhances some image features important for further 

processing. It does not increase image information content. Its methods use the considerable redundancy in images. 

Image pre-processing tool, created in Mat Lab,  realizes many brightness transformations and local pre-processing 

methods. 
 

1.2 FEATURE EXTRACTION 

Feature Extraction involves reducing the amount of resources required to describe a large set of data. When 

performing analysis of a complex data one of the major problems stems from the number of variables involved. Analysis 

with a large number of variables generally requires a large amount of memory and computation power or a classification 

algorithm which over fits the training sample and generalizes poorly to new samples. Feature extraction is a general 

term for methods of constructing combinations of the variables to get around these problems while still describing the 

data with sufficient accuracy. Feature transformation is a group of methods that create new features (predictor variables). 

The methods are useful for dimension reduction when the transformed features have a descriptive power that is more 

easily ordered than the original features. In this case, less descriptive features can be dropped when building models. 
 

1.3 MINING 

Image Mining is focused on extracting patterns, implicit knowledge and image data relationship or patterns 

which are explicitly found in the images from databases or collections of images. Some of the methods used to gather 
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knowledge are: image retrieval, data mining, image processing and artificial intelligence. These methods allow Image 

mining to have two different approaches. First, is to extract only from databases or collections of images, and second, 

dig or mine a combination of associated alphanumeric data and collection of images. 
 

1.4 INTERPRETATION AND EVALUATION AND KNOWLEDGE DISCOVERY 

After mining, patterns are obtained and these patterns finally evaluate and interpret the knowledge that is 

required. The knowledge retrieved can be used by individual or organization for various purposes to make predictions 

and profitable output further. 

               

2. EDGE DETECTION : 

Segmentation refers to the process in which an image is subdivided into constituent regions or objects.  These 

objects can be further processed or analyzed for the extraction of quantitative information. Shape of an image describes 

more or less each and every object presented in an image. Edge extracted from an image tells us about the full content 

of an image. The Prewitt filter and the Sobel filter belong to a class of filters called ‘first-derivative’ filters, which 

essentially calculate the slope of grayscale intensities in an image in a given direction.  They give a maximum value (or 

minimum value) at regions with discontinuities in grayscale values and are frequently used in edge detection.  There are 

various techniques of edge detection available i.e. Prewitt method (Fig a), Sobel method (Fig b) and Robert method (Fig 

c). One way to find boundaries of objects is to detect discontinuities in intensity values at the edge of a region.  These 

discontinuities can be found by calculating the first and/or second order derivatives of an image. 

 

The first derivative of choice in image processing is the gradient, defined as the vector: 
 

gradf= [Gx Gy] 
 

            Where Gx = df/dx and Gy= df/dy are the partial derivatives in the horizontal and vertical  

            directions of the image.  The magnitude of this vector is 
 

|grad f| = (Gx
2 + Gy

2)1/2 

 

            The gradient vector points in the direction of steepest ascent.  The angle of steepest ascent is given by: 
 

a(x, y) = tan-1(Gy/Gx) 

          Roberts Gx=X8-X6 

 

 

 

 

 

 

 

                             

                        

 

 

Fig. a) Prewitt Method     Fig. b) Sobel Method 

                                              

 
       
                                                                       Fig. c) Robert Method 
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3. OBJECT  RETRIEVAL 

                             

The ability to retrieve by shape is perhaps the most obvious requirement at the primitive level. Unlike texture, 

shape is a fairly well-defined concept – and there is considerable evidence that natural objects are primarily recognized 

by their shape. A number of features characteristic of object shape (but independent of size or orientation) are computed 

for every object identified within each stored image. Object recognition has been an active research focus in field of 

image processing. Object recognition system finds objects in the real world from an image. This is a major task in image 

mining. Machine learning and meaningful information extraction can only be realized when some objects have been 

iden tified and recognized by machine. In this paper, the objects of eye images are extracted using canny edge detection 

method. The Canny Edge Detection block finds edges by looking for the local maxima of the gradient of the input 

image. It calculates the gradient using the derivative of the Gaussian filter. The canny method uses two thresholds to 

detect strong and weak edges. It includes the weak edges in the output only if they are connected to strong edges. The 

following diagram shows the data types used in the Edge Detection block for fixed-point signals. 

 

                               
a) Input Eye Image                                                                   c) Gray Conversion 

 

 

 

 

 

 

 

 

b) Deleting Extra Portiions                                                    d) Image after resize 

 

 

 

 

 

 

 

 

 

 

 

 

e) Image After Histogram Equalization                  f) Object Detection using Canny Method 

        

4. CONCLUSION: 

This review paper presents a survey on various image retrieval methods that was proposed earlier by researcher. 

This overview of image retrieval focuses on image retrieval implementations, usability and challenges. It also delivers 

conceptual overview of methodology. Image retrieval is an expansion of Image mining in the field of image processing. 

Future investigations that are discussed may be implemented in the area of image mining. 
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