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1. INTRODUCTION:  

           Nonlinear partial differential equations describe a huge portion of the physical systems that actually exist in the 

world (A. Aftalion et al., 2006). Equations of this type appear in many different scientific disciplines, including but not 

limited to fluid mechanics, gas dynamics, combustion theory, general relativity, elasticity, thermodynamics, biology, 

ecology, neuroscience, and many more (A.D. Polyanin et al., 2004). 

In this paper, we investigate a broad category of nonlinear differential equations and their numerical, complete, 

singular, and general solutions (L. F. Shampine,1994). Specifically, we do a discretization of the spatial variable in the 

corresponding partial differential equations (Phoolan Prasad et al., 1985). For nonlinear partial differential equations, 

a semi-discrete system is created, and we investigate the stability of the numerical method (P. Dr´ abek, 1992) and the 

convergence of the numerical solutions (L. F. Shampine, 1994). Nonlinear differential equations as a whole are analyzed 

here (A. Iserles, 1996). We illustrate our findings by presenting some instances of general class partial differential 

equations (R. J. LeVeque, 2007). We also used specific methods, like the Charpits method (E. Hairer et al., 1996) and 

the first integral method, to solve the nonlinear partial differential equation (E. Goursat, 2008).To be more specific, we 

extended our research to nonlinear partial differential equations and provided suitable examples to demonstrate our 

method (A. Fasano et al., 2009). 

       

2. FUNDAMENTAL RESULTS: 

         We review some fundamental definitions and findings on Nonlinear Partial Differential Equations in this part. 

2.1. NONLINEAR PARTIAL DIFFERENTIAL EQUATION: 

         An equation of the form 𝑓(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞) =  0 is said to be a nonlinear partial differential equation. Where, The 

derivatives p and q separately having products. 

For example, 

1)  𝑝2  +  𝑞2  = 1,           2) 𝑝𝑞 = 5,             3) 𝑝2𝑥 + 𝑞2𝑦 =  𝑧 

All are the non-linear partial differential equation. 
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Complete and singular solution of nonlinear partial differential equation: Let the non-linear partial differential equation 

of 

𝑓(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞) = 0 ……….. (1) 

 Be derived from (1),  

 𝑔(𝑥 , 𝑦 , 𝑧 , 𝑎 , 𝑏) = 0…………………. (2) 

 

The removal of the two constants a and b. Consequently, (2) is referred to as the final answer to (1). 

This full solution characterizes a family of surfaces with two parameters, one or both of which may define an envelope. 

Taking the opposite approach, we first remove a and b from 

𝑔 = 0  ,
𝜕𝑔

𝜕𝑎
 = 0  ,

𝜕𝑔

𝜕𝑏
 = 0 . If the eliminate λ ( x , y , z ) = 0 satisfies (1)  , it  is  called  the  singular  solution of 1);  if 

𝜆 ( 𝑥 , 𝑦 , 𝑧 )    =  𝜉( 𝑥 , 𝑦 , 𝑧 ) . 𝜂 ( 𝑥 , 𝑦 , 𝑧 ), And if  𝜉 =  0  satisfies  (1)  while 𝜂 = 0 is  the singular  solution (P. Antonelli 

et al., 2012). 

Two-order non-linear partial differential equation: One approach to solve a specific second-order non-linear partial 

differential equation 

                                        𝐹(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞 , 𝑟 , 𝑠 , 𝑡) = 0                             …………  (3) 

 The first step in the example was to find a relationship of the form 

𝑢 =   ѱ(𝑣)                                        . . . . . . .  (4) 

Where, ѱ is arbitrary constant 𝑢 = 𝑢( 𝑥, 𝑦, 𝑧 , 𝑝, 𝑞 ) and  𝑣 = 𝑣( 𝑥, 𝑦, 𝑧 , 𝑝 , 𝑞 ) 
 

From which the specified differential equation might be constructed by removing the arbitrary function as an intervening  
 

variable. A relation of this type (4) is referred to as an intermediate integral of (3). 

 

2.2 EULER – LAGRANGE EQUATION: 

           Let's imagine a mechanical system on 𝑅𝑛 that has both kinetic 𝐾(𝑥, 𝑦) and potential energy 𝑈 represented by the 

variables(𝑥 & 𝑦). The Lagrangian, 𝐿(𝑥, 𝑣): 𝑅𝑛 × 𝑅𝑛 →R, is defined as the minus the potential energy, 𝑈 from the kinetic 

energy, 𝐾 of the system. Trajectories of this mechanical system are said to minimize the action functional, according to 

the variational formulation of classical mechanics (J. Guckenheimer et al., 2009). 

                                                     𝑆[𝑥] = ∫ 𝐿(𝑥(𝑡), 𝑥(𝑡))𝑑𝑡
𝑇

0
 

More precisely, a 𝐶1 trajectory 𝑥: [0, 𝑇]  → 𝑅𝑛 is a minimize S under fixed boundary conditions if for any 𝐶1 trajectory 

𝑦: [0, 𝑇]  → 𝑅𝑛 such that 𝑥(0)  = 𝑦(0) and 𝑥(𝑡) = 𝑦(𝑇) we have 
 

                                                      S[x] ≤ S[y] 

 

2.2.1 THEOREM: 

          Let, 𝐿(𝑥, 𝑣) ∶ 𝑅𝑛  ×  𝑅𝑛  → 𝑅 be a 𝐶2 function. Suppose that 𝑥 ∶  [0, 𝑇]  → 𝑅𝑛 is a 𝐶2critical point of the action 𝑆 

under fixed boundary conditions 𝑥(0) and 𝑥(𝑇). Then 

                                                         
𝑑

𝑑𝑡
𝐷𝑣𝐿(𝑥, �̇�) − 𝐷𝑥𝐿(𝑥, �̇�) = 0 

 

PROOF: 

            Let x be what it is said to be in the statement. After that, the function will work for any  : [0, T] → 𝑅𝑛 that has 

compact support on (0, T), the function, i(𝜖) = S[x + 𝜖𝜑], has a minimum at 𝜖 =0. Thus   𝑖′(0) =0 

That is     ∫ 𝐷𝑥𝐿(𝑥, �̇�)𝜑 + 𝐷𝑣𝐿(𝑥, �̇�)�̇� = 0
𝑇

0
 ; Integrating by parts, we conclude that 

∫ [
𝑑

𝑑𝑡
𝐷𝑣𝐿(𝑥, �̇�)  −  𝐷𝑥𝐿(𝑥, �̇�)] 𝜑 = 0

𝑇

0

 

For all  𝜑 : [0,T] → 𝑅𝑛 with compact support in (0, T) (E. Hairer et al., 1993). 

 Hence the proof is complete. 

 

2.3 NONLINEAR TRANSPORT EQUATION: 

          In order to solve nonlinear partial differential equations, it is necessary to first thoroughly examine the solution 

to the simplest linear first order partial differential equation. Non-linear PDE –  

                                                  𝑢𝑡 +  𝑢𝑢𝑥 = 0                                                 . . . . . (5) 

 

Is known as non-linear transport equation. 
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Poisson and Riemann were the first to extensively investigate this phenomenon in the early 19th century. Due to its 

widespread applicability, this equation is known by several different names in the literature. These include the Riemann 

equation, the inviscid Burgers' equation, and the dispersion-less Korteweg-deVries equation. It and its generalizations 

to higher dimensions and more components are crucial in the modeling of phenomena as diverse as gas dynamics, traffic 

flow, river flood waves, chromatography, and chemical reactions (J. C. Butcher 2008). 

 

3. RESULT: 

          To explore the various solutions of nonlinear partial differential equations via some familiar technique we 

introduce this part. 

 
3.1. BASIC IDEA: 

           It's a standard approach to solving non-linear PDEs by determining their full integral,  

                                           𝑓(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞) = 0     . . . . . . (6) 

The fundamental concept behind this approach is to add another PDE – 

                                           𝑔(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞 , 𝑎) = 0 . . . . . . . (7) 

This has an undefined constant called a and is such that 

 Equation  (6) and (7) is solvable for  p  and  q  to  obtain, 𝑝 = 𝑝( 𝑥 , 𝑦 , 𝑧 , 𝑎 ),    𝑞 = 𝑞( 𝑥 , 𝑦 , 𝑧 , 𝑎 ) 
 The   equation  𝑑𝑧 = 𝑝(𝑥 , 𝑦 , 𝑧 , 𝑎)𝑑𝑥 +   𝑞( 𝑥 , 𝑦 , 𝑧 , 𝑎 )𝑑𝑦  . . . . . .(8),   can be integrated. 

If such a function g is discovered, the solution, 𝐹(𝑥 , 𝑦 , 𝑧 , 𝑎 , 𝑏) =  0 

of  (8)  consisting of two arbitrary constant  a , b  will  be  the  solution   of  (6).  

 
3.2. COMPLETE SOLUTIONS OF NON-LINEAR PARTIAL DIFFERENTIAL: 

           Let us consider a non-linear partial differential equation (PDE) 

                                  𝑓(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞) = 0 . …………. (9)  

The universal solving approach of the equation (9) entails locating an appropriate equation.                              

                                      𝐹(𝑥 , 𝑦 , 𝑧 , 𝑝 , 𝑞) = 0    . . . . . . . . .  (10) 

Where   𝑝 =  
𝜕𝑢

𝜕𝑥
  , 𝑞 =  𝜕𝑢

𝜕𝑦
  such  that  (9) and (10)  may  solving  for  the  derivatives  p  and  q . 

Since  z  is  a  function  of  the  variables  x  and  y  , then  it  follows  that there  exists  a  relations 𝑑𝑧 = 𝑝𝑑𝑥 + 𝑞𝑑𝑦;  

should  be integrable   if  
𝜕𝑞

𝜕𝑥
  -   

𝜕𝑝

𝜕𝑦
  = 0 

Now   taking the partial differentiation of (1) w.r.to x and y, we get                                    

                               
𝜕𝑓

𝜕𝑥
    +  

𝜕𝑓

𝜕𝑧
  .
𝜕𝑧

𝜕𝑥
   +  

𝜕𝑓

𝜕𝑝
 .
𝜕𝑝

𝜕𝑥
    +    

𝜕𝑓

𝜕𝑞
  .
𝜕𝑞

𝜕𝑥
  = 0 

 

                               𝑓𝑥 + p𝑓𝑧  +  𝑓𝑝𝑝𝑥  +  𝑞𝑥𝑓𝑞  = 0    . . . . . . . . (11) 

 

And                        
𝜕𝑓

𝜕𝑦
   +  

𝜕𝑓

𝜕𝑧
  .
𝜕𝑧

𝜕𝑦
   +  

𝜕𝑓

𝜕𝑝
 . 
𝜕𝑝

𝜕𝑦
  +  

𝜕𝑓

𝜕𝑞
 .
𝜕𝑞

𝜕𝑦
  = 0 

 

                              𝑓𝑦 + q𝑓𝑧 +   𝑓𝑝𝑝𝑦  + 𝑞𝑦𝑓𝑞= 0                     …. . . .. . . .(12) 

   

Similarly, taking the partial differentiation w.r.to x and y, we get 

 

                              𝐹𝑋  + p𝐹𝑧  +  𝐹𝑃𝑝𝑥  +  𝐹𝑞𝑞𝑥  = 0                   . . . . . . . . . . . . .  . (13) 

 

And                    𝐹𝑦 +  q𝐹𝑧  +  𝐹𝑝𝑝𝑦  +  𝐹𝑞𝑞𝑦  = 0                            . . . . . . . . . . . . . (14) 

 

Multiplying (11) by𝐹𝑝, (12) by 𝐹𝑞 , (13) by -𝑓𝑝 , (14) by -𝑓𝑞 and  then adding all terms , we get  

 

                         𝐹𝑝𝑓𝑥  +   p𝐹𝑝𝑓𝑧  +  𝐹𝑝𝑓𝑝𝑝𝑥  +  𝐹𝑃𝑓𝑞𝑞𝑥  +  𝐹𝑞𝑓𝑦  + q𝐹𝑞𝑓𝑧  +  𝐹𝑞𝑓𝑝𝑝𝑦  +  𝐹𝑞𝑓𝑞𝑞𝑦  -  𝑓𝑝𝐹𝑥  -     p𝑓𝑝𝐹𝑧  -   

 

                         𝑓𝑝𝐹𝑝𝑝𝑥  - 𝑓𝑝𝐹𝑞𝑞𝑥 -  𝑓𝑞𝐹𝑦  -   q𝑓𝑞𝐹𝑧  -  𝑓𝑞𝐹𝑝𝑝𝑦  -   𝑓𝑞𝐹𝑞𝑞𝑦  = 0 
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                              (𝑓𝑥+ p𝑓𝑧)𝐹𝑝  + (𝑓𝑦 + q𝑓𝑧)𝐹𝑞  -  𝑓𝑝𝐹𝑥  -  𝑓𝑞𝐹𝑦  - (p𝑓𝑝 + q𝑓𝑞)𝐹𝑧  = 0 

 

This is a linear partial differential equation in F. Then it has the auxiliary system   i.e, 
𝑑𝑥

𝑓𝑝
=
𝑑𝑦

𝑓𝑞
=

𝑑𝑧

𝑝𝑓𝑝 +  𝑞𝑓𝑞
= 

𝑑𝑝

−(𝑓𝑥 + 𝑝𝑓𝑧)
=  

𝑑𝑞

−(𝑓𝑦 +  𝑞𝑓𝑧)
 

This  is the required  auxiliary system from  which  , we  can  determine the solution for  p  and q This  system  is  called  

charpit’s method.  

 

3.1 EXAMPLE: 

                          𝑝2  - x = 𝑞2 – y 

 

SOLUTION: 

               Let    f( x ,  y , z , p , q )  = 𝑝2 - 𝑞2 - x + y 

     𝑓𝑥= - 1,𝑓𝑦 = 1,    𝑓𝑧 = 0    ,    𝑓𝑝 = 2p   ,    𝑓𝑞 = - 2q 

We know the Charpit’s auxiliary system is     
𝑑𝑝

𝑓𝑥+𝑝𝑓𝑧
  =   

𝑑𝑞

𝑓𝑦+𝑞𝑓𝑧
  =    

𝑑𝑥

−𝑓𝑝
   =   

𝑑𝑦

−𝑓𝑞
   =   

𝑑𝑧

−(𝑝𝑓𝑝 +  𝑞𝑓𝑞)
 

⇒
𝑑𝑝

−1 + 𝑜
 =  

𝑑𝑞

1 + 0
 =  

𝑑𝑥

−2𝑝
   =   

𝑑𝑦

2𝑞
   =   

𝑑𝑧

−(2𝑞2 − 2𝑞2)
 

 

⇒
𝑑𝑝

−1
 =  

𝑑𝑞

1
 =   

𝑑𝑥

−2𝑝
   =   

𝑑𝑦

2𝑞
   =   

𝑑𝑧

−2𝑞2 + 2𝑞2
 

From   first and third ratio of   (i)    ,   we   get       
𝑑𝑝

−1
 =  

𝑑𝑞

1
       2p dp   =  dx  

Integrating this, we get   ,   𝑝2 = 𝑥 + 𝑎        or  𝑝 = √𝑥 + 𝑎 

Now    from second and fourth ratio of (i), we   get 

 
𝑑𝑝

−1
 =  

𝑑𝑞

1
       2q dq   =  dy 

Integrating this, we get                                                                                                                                                                             

          𝑞2 = 𝑦 + 𝑏 ⇒ 𝑞 =   √( 𝑦 + 𝑏 )  Finally  we  use  the  result  of  p   and   q  in  the  relation   

dz = p dx + q dy    ,  𝑑𝑧 = √𝑥 + 𝑎 𝑑𝑥 + √𝑦 + 𝑏 𝑑𝑦 

Integrating this, we get  

                                        𝑧 =
2

3
√𝑥 + 𝑎
3 +

2

3
√𝑦 + 𝑏
3 +

2

3
c 

 

                                             𝑧 =
2

3
[√𝑥 + 𝑎
3 + √𝑦 + 𝑏

3 + 𝑐] 

  

This is the required solution. 

4. DISCUSSION: 

           In order to investigate the potential answers to the nonlinear PDE, we make use of the first integral approach. 

The theory of commutative algebra underpins this approach to problem solving. Using the first integral method,  

  Think about the following systems of PDE: 

 

                       Ψ1(𝑢 , 𝑣 , 𝑢𝑡  , 𝑣𝑡  , 𝑢𝑥 , 𝑣𝑥  , 𝑢𝑡𝑡 , 𝑣𝑡𝑡  , 𝑢𝑥𝑥 , 𝑣𝑥𝑥  , …… . ) =  0 ,      . . . (15) 
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                                Ψ2(𝑢 , 𝑣 , 𝑢𝑡 , 𝑣𝑡  , 𝑢𝑥  , 𝑣𝑥  , 𝑢𝑡𝑡 , 𝑣𝑡𝑡 , 𝑢𝑥𝑥 , 𝑣𝑥𝑥  , …… . ) =  0 ,     . . . . (16) 

We make use of transformations. 

                               𝑢(𝑥 , 𝑡) =  𝑓(𝜉) , 𝑣(𝑥 , 𝑡) =  𝑔(𝜉)  , 𝜉 = 𝑥 − 𝑐𝑡.           . . . . . . . (17) 

 Using Equation  
𝜕2

𝜕𝑥2
(. ) =

𝜕2

𝜕𝜉2
(. ), to move the systems of NPDE (15), (16) in terms of systems of ODE 

                                  Γ1( 𝑓 , 𝑔 , 𝑓
′  , 𝑔′ , … . . = 0 ,                                       . . . . . . . .(18) 

                                     Γ2( 𝑓 , 𝑔 , 𝑓
′  , 𝑔′ , … . . = 0 ,                                 . . . . . . .  . (19) 

Using some mathematical operations, the systems of ODE (31) and (32) is transformed into a second-order ordinary DE 

as 

                                  Ω(𝑓 , 𝑓′ , 𝑓′′ , . . .  . . . )𝑏 = 0 .                                   . . . . . . ..  (20) 

If we consider 𝑋(𝜉) =  𝑓(𝜉) , 𝑌(𝜉) =  𝑓′(𝜉), the Equation   (20) is corresponds to the two dimensional self-explanatory 

system                                    

                                        {
𝑋′ = 𝑌 ,

𝑌′ = ∆(𝑋 , 𝑌).
                                                   . . . . . . . .(21) 

To begin, we will use the Division Theorem to obtain one first integral to Equation (21), reducing Equation (20) to a 

first order integrable ODE. Solving this equation yields an exact solution to NPDE systems (15) and (16). 

                                             {

𝑢𝑡 − 𝑢𝑢𝑥 − 𝑣𝑥 + 𝛼𝑢𝑥𝑥 = 0

𝑣𝑡 − ( 𝑢𝑣 )𝑥 − 𝛼𝑣𝑥𝑥 = 0.
                    . . . . . . . . . . .(22) 

Making the transformation 

                      𝑢(𝑥 , 𝑡) =  𝑢(𝜉) , 𝑣(𝑥 , 𝑡) =  𝑣(𝜉)  , 𝜉 = 𝑘𝑥 − 𝑙𝑡      , 

We alter the ALWW system (22) to the pursuing system of ODE 

                                   {
𝑙𝑢′ − 𝑘𝑢𝑢′ + 𝑘𝑣′ + 𝛼𝑘2𝑢′′ = 0,

𝑙𝑣′ − 𝑘( 𝑢𝑣 )′ − 𝛼𝑘2𝑣′′ =  0 .
                     . . .. . . . . . . (23) 

By integrating the first equation we have 

                                    𝑙𝑢 −
𝑘

2
𝑢2 − 𝑘𝑣 + 𝛼𝑘2𝑢′ = 𝑅1 ,                     . . . . . .  . . . .. (24) 

Where 𝑅1integration constant, this equation is should be rewritten as follows: 

                                   𝑣(𝜉) =  
𝑙

𝑘
𝑢 −

𝑢2

2
+ 𝛼𝑘𝑢′ −

𝑅1

𝑘
 .                            . .. . . . . . .. (25) 

Equation (25) is inserted into the second system (22) and then integrated to produce                                   (
𝑙2

𝑘
+ 𝑅1)𝑢 −

3𝑙

2
𝑢2 +

𝑘

2
𝑢3 − 𝛼2𝑘3𝑢′′ = 𝑅2 ,       . . . . . . . . (26) 

Where  𝑅2 is integration constant? 

If we consider  𝑋 = 𝑓(𝜉), 𝑌 =  
𝑑𝑓( 𝜉 )

𝑑𝜉
 , the equation (26) is corresponds to the two dimensional self-explanatory system 

            {

𝑋′ = 𝑌 ,

𝑌′ = (
1

2𝛼2𝑘2
)𝑋3(𝜉) −

3𝑙

2𝛼2𝑘3
𝑋2(𝜉) + (

𝑙2

𝛼2𝑘4
+

𝑅1

𝛼2𝑘3
)𝑋(𝜉) −

𝑅2

𝛼2𝑘3
.
    . . .(27) 
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                                  𝑞(𝑋(𝜉), 𝑌(𝜉)) =  ∑ ( 𝑎𝑖(𝑋(𝜉))𝑌
𝑖(𝜉) = 0 ,𝑚

𝑖=0             . . . . .. (28) 

 is said to be the first integral to equation  (27). According to the Division Theorem, there lie a polynomial    

                                𝑔(𝑋) +  ℎ(𝑋)𝑌𝑖𝑛𝑐[𝑋 , 𝑌]     ,                                      .  . . . . . .(29) 

Since 𝑎𝑖(𝑋)(𝑖 =   0 ,1) are polynomials, then we deduce that  

𝑎1(𝑋) =  1  Constant and   ℎ(𝑥) = 0. For simplicity, take 𝑎1( 𝑥 ) Balancing the degrees of g(x) and 𝑎0(𝑋) ,  we conclude 

that 

deg( g ( X )) = 1 only. Suppose that 𝑔(𝑋) =  𝐵0 + 𝐴1𝑋, then we find 

𝑎0(𝑋)    . 

                                      𝑎0(𝑋) =
1

2
𝐴1𝑋

2 + 𝐵0𝑋 + 𝐴0 ,                  . . . . . … . . . .. . (30) 

Where 𝐴0 is an arbitrary constant? Set aside 𝑎0(𝑋), 𝑎1(𝑋) and g(X) in the last equation and when we set all the 

coefficients of powers X to zero, we get a system of nonlinear algebraic equations, which we can solve. 

                            𝐵0 = −
𝑙

𝑘2𝛼
  , 𝐴1 =

1

𝑘𝑎
  , 𝑅1 = 𝑘

2𝛼𝐴0   , 𝑅2 = 𝑙𝛼𝑘𝐴0 ,      . . . . . (31) 

Where k, l and  𝐴0 are integrating constant. 

Apply the postulate (31), we get 

                                  𝑌(𝜉) = −𝐴0 + 
𝑙

𝛼𝑘2
𝑋(𝜉) −

1

2𝛼𝑘
𝑋2(𝜉)                    ………… (32) 

Combining (32) with (27), We discover the exact answer to equation (26), and the ALWW system's exact solution (25), 

which can be expressed as 

{
  
 

  
 𝑢(𝑥, 𝑡) =

𝑙

𝑘
−
√2𝛼𝑘3𝐴0 − 𝑙

2

𝑘
𝑡𝑎𝑛 [

√2𝛼𝑘3𝐴0 − 𝑙
2

2𝑘2𝛼
(𝑘𝑥 + 𝑙𝑡 + 𝜉0)] ,

𝑣(𝑥, 𝑡) = (
𝑙2

2𝑘2
−
2𝛼𝑘3𝐴0 − 𝑙

2

2𝑘2
− 𝛼𝑘𝐴0) −

2𝛼𝑘3𝐴0 − 𝑙
2

𝑘
𝑡𝑎𝑛2 [

√2𝛼𝑘3𝐴0 − 𝑙
2

2𝑘2𝛼
(𝑘𝑥 + 𝑙𝑡 + 𝜉0] ,

 

  For  2𝛼𝑘3𝐴0 > 𝑙
2 . 

This technique performs well, is dependable, and offers a variety of solutions. The method is advantageous because it 

is straightforward and concise. 

4. CONCLUSION: 

                 Nonlinear partial differential equations, a broad and lively area, will be the work final point of focus. All 

efforts to summarize the full breadth of mathematical phenomena, methods, conclusions, and developments in a single 

volume (or even a large one) are doomed to failure. Since there are so many important physical and mathematical 

phenomena associated with nonlinear partial differential equations, we have been content to introduce only a small 

number of topical, seminal instances that occur in the study of nonlinear partial differential equations. 

 

REFERENCES:  

1. A. Aftalion, Vortices in Bose-Einstein condensates, Progress in Nonlinear Dierential Equations and their 

Applications, 67, Birkh•auser Boston Inc., Boston, MA,2006. 123, 124 

2.  A.D. Polyanin, V.F. Zaitsev, Handbook of Nonlinear Partial Differential Equations, Chapman & 

Hall/CRC, Boca Raton, FL, 2004. 

3.  A. Fasano, M.A. Herrero, M.R. Rodrigo, Slow and fast invasion waves in a model of acid-mediated 

tumourgrowth,Math. Biosci.220 (2009) 45-56. 



INTERNATIONAL JOURNAL FOR INNOVATIVE RESEARCH IN MULTIDISCIPLINARY FIELD          
ISSN(O): 2455-0620                                                     [ Impact Factor: 7.581 ]          
Monthly, Peer-Reviewed, Refereed, Indexed Journal with  IC Value : 86.87         
Volume - 9,  Issue - 5,  May -  2023                   Publication Date: 31/05/2023 
 

 

Available online on – WWW.IJIRMF.COM Page 140 

4.  A. Iserles, A first course in the numerical analysis of differential equations. Cambridge Texts in Applied 

Mathematics, Cambridge University Press, Cambridge,1996 

5.  E. Goursat. A Course in Mathematical Analysis, Vol II, Part Two: Partial Differential Equations. Dover 

Publication of the original book published by Ginn and Company, 1917. 

6. E. Hairer, G. Wanner, Solving ordinary differential equations. II. Stiffand differential-algebraic 

problems.Second edition. Springer Series in Computational Mathematics, 14. Springer-Verlag, Berlin, 

1996. 

7.  E. Hairer, S. P. Nrsett, G. Wanner, Solving ordinary differentialequations. I. Nonstiffproblems.Second 

edition. Springer Series in Computational Mathematics, 8. Springer-Verlag, Berlin, 1993 

8.   J. C. Butcher, Numerical methods for ordinary differential equations. Second edition. John Wiley & Sons, 

Ltd., Chichester, 2008. 

9.  J. Guckenheimer, C. Kuehn, Homoclinic orbits of the Fitzhugh-Nagumo equation: The singular limit, 

discrete and continuous dynamical systems Series S, 2, no. 4 (2009) 851–872. 

10. L. F. Shampine, Numerical solution of ordinary differential equations.Chapman& Hall, New York, 1994. 

11. L. F. Shampine, I. Gladwell, S. Thompson, Solving ODEs with MATLAB. Cambridge University Press, 

Cambridge, 2003. 

12. P. Antonelli, D. Marahrens, and C. Sparber, On the Cauchy problem for nonlinear Schr•odinger equations 

with rotation, DiscreteContin. Dyn.Syst.,32(2012),.703{715] 

13. P. Dr´ abek, Solvability and Bifurcations of Nonlinear Equations, Longman Scientific and Technical 

Series, Essex, 1992 

14. Phoolan Prasad and Renuka Ravindran. Partial Differential Equations. Wiley Eastern Ltd, 1985. 

15. R. J. LeVeque, Finite difference methods for ordinary and partial differentialequations. Steady-state and 

time-dependentproblems.Society for Industrial andApplied Mathematics (SIAM), Philadelphia, PA, 2007. 


